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 

Abstract—Data validation is important in chemical industries. 

Because of random and possibly gross errors in measurements, 

data reconciliation is needed to minimize the measurement 

errors. In this article, an adaptive method is presented for 

dynamic and linear reconciliation of process data for real time 

optimization (RTO) of the process. In this method, system 

model parameters are estimated by the recursive least square 

identifier. By using these parameters, errorless process data are 

generated through Kalman filter method. This method is 

implemented using the Simulink tool box of Matlab software 

package. In this study, a rigorous model for the sweetening 

process is developed. Data generated by a sweetening Process 

simulation is used for evaluation of adaptive data reconciliation. 

First, data is artificially contaminated to errors (white noise) in 

Simulink environment and then filtered by the proposed 

method. Comparison of the outlet data for the actual and 

filtered process data shows great improvement and the 

effectiveness of the adaptive method is demonstrated. 

 
Index Terms—Real Time Optimization, Data Reconciliation, 

adaptive, sweetening process  

 

I. INTRODUCTION 

Real time optimization (RTO) deals with methods of 

maximizing an economic objective related to the operation of 

a continuous process. Most RTO systems are based on 

non-linear steady state models of the process system, 

combined with data reconciliation or parameter estimation to 

update key-parameters [1]. The basic element of an RTO 

system is shown in Fig. 1. 

Data validation is one of the most important blocks of an 

RTO system that help to estimate measured and unmeasured 

process variables. This block contains data reconciliation and 

gross error detection. 

The problem of estimating the variables involved in a 

chemical process (data reconciliation), subject to linear 

balance equations, has been considered by several authors 

[2]-[6]. Basic issues are whether the estimation of an 

observed value can be improved by using the other 

measurements (redundancy), an unobserved value is 

estimable from the observed ones (determinability) and 

whether an observed value is a gross error. There are many 
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research works concerning data reconciliation in recent years 

[7]-[12]. 

 

 
Fig. 1 Real time optimization loop 

 

Data reconciliation is an optimization method used to 

eliminate random errors from measured variables. Also this 

method can be used to estimate unmeasured variables and 

model parameters. Prior to data reconciliation, it is necessary 

to eliminate gross errors from measured variables [1]. 

In data reconciliation, model equations are constraints of 

optimization. Based on the type of constraints, data 

reconciliation can be divided into two ways. According to 

linearity and nonlinearity of model equations, data 

reconciliation methods can be categorized in linear and 

nonlinear ways. Furthermore, based on applying time 

variable in model equations, data reconciliation techniques 

can be divided into dynamic and steady state categories [13]. 

Adaptive data reconciliation is a linear and dynamic 

method based on the above categories. The advantage of this 

method over other data reconciliation methods is 

independency of the model to the process. This method 

estimates its own model. Thus, unlike other methods, it is 

independent of the process and can be applied on any process. 

This technique only needs noisy values of input and output 

variables of the process. 

 

II. FORMULATION PROBLEM OF DATA RECONCILIATION 

Data reconciliation methods are used to improve accuracy 

of measured variables. What is meant by accuracy of a 

variable is the absolute difference between actual and 

measured value of variable. As stated above, data 
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reconciliation is an optimization method with objective 

function and constraint equations shown as follows: 

Objective Function:  

                                                       1)                                                                                                  

Constraints: 

                                                                           () 

Optimization is done using X variables. In the above 

equations: 

F: vector function of constraints 

t: time variable 

∑: variance – covariance matrix 

X: measured variables vector 

Y: measured values vector corresponding to measured 

variables of X vector 

 

III. ADAPTIVE DATA RECONCILIATION 

A. Properties of Adaptive Model 

The model used in two parts of data reconciliation methods 

must be as general as possible to be capable of supporting as 

possible processes. The proposed model contains the 

following properties: 

1) Black Box 

2) Dynamic 

3) Linear  

4) Discrete 

5) State Space  

6) Multiple inputs & outputs  

Model equations are as follows: 

                      (3) 

                                                  (4) 

                             (5) 

                                   (6) 

                                  (7) 

                                      (8) 

                                        (9) 

Where X is n dimensional vector of state variables, Y is n 

dimensional vector of output variables, U is m dimensional 

vector of input variables, I is squared identity matrix with n 

dimensions , A and B are matrices containing model 

parameters with appropriate dimensions. 

B. Online Identification of Model Parameters 

There are various methods to identify model parameters. 

In this research, recursive least square identifier is used. This 

method has a suitable speed convergence and keeps stability 

in different conditions. In this method using input and output 

variables of the process on latter sampling time, an estimation 

of model parameters is provided corresponding to the process 

on current sampling time. In another words, matrices A and B 

are determined [14]. The identifier equations are as follows: 

        (10) 

                                                (11) 

 (12) 

                (13) 

 (14) 

                  (15) 

Where P is squared matrix with (n + m) dimensions and 

Alpha is a parameter. The equations (14) and (15) are solved 

iteratively. 

C. Estimation of State and Output Variables 

Kalman filter is used to estimate state variables.  Kalman 

filter provides an estimation of noise free state variables 

using identified parameters of adaptive model and noisy 

values of input and outputs process variables and also taking 

variance covariance matrix as a parameter (which is a 

criterion of magnitude and distribution of random errors in 

process variables) then using these errorless values and 

equation (4) errorless output variables are obtained. Kalman 

filter equations are as follows [15]: 

                                                 (16) 

                       (17) 

                                               (18) 

                                       (19) 

                                 (20) 

Where Ke is gain of Kalman filter also R and Q matrices 

are variance-covariance of measurement error and modeling 

error respectively. 

IV. IMPLEMENTATION OF ADAPTIVE DATA RECONCILIATION 

Each part described for adaptive data reconciliation is 

written as Sfunction and implemented in separate blocks in 

Simulink environment. Sfunction is a function with specific 

format written in Matlab software package to create a new 

block with desired performance in Simulink tool box. 

The input and output process data are entered into Matlab 

environment from HYSYS in a suitable format using COM 

technology. The data is read in the Simulink tool box by 

workface blocks and enters the tool box environment. Then 

the data is artificially contaminated to random errors by white 

noise block. The contaminated data is primarily entered 

parameter identification and finally Kalman filter blocks. The 

output data from Kalman filter block is an estimation of 

errorless process output data. Fig. 2 displays the layout of 

block communication in Simulink tool box. 

 
Fig. 2 Block Communications Layout 
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V. RESULTS AND DISCUSSION 

Sweetening process is demercaptanization of petroleum 

fractions. In this process using caustic solutions, light 

mercaptans, H2S, COS, and CS2 are removed from the 

petroleum fractions and corrosive and active heavy 

mercaptans are converted into disulfides [16]. This process is 

simulated using a commercial software. Simulation results of 

sweetening process are used to evaluate capabilities of 

proposed method to eliminate random errors. 

Following the entrance of input and output data from 

sweetening simulation to adaptive data reconciliation system, 

white noise signal with a power of 1000 is applied to them 

which are representatives of errors in measuring variables. 

The input data are the representatives of manipulated 

variables. It is assumed that the input data are deterministic 

and errorless. 

Simulation of reconciled data is carried out discretely for 

10 unit times. Sampling period equals one unit time. As 

simulation is done online and not real time, unit time can be 

seconds, minutes or any other measuring time unit.  

Model Parameter identifier block consists of two 

arguments that are number of input and output variables. 

State estimation block consists of two arguments including 

variance–covariance matrices of modeling and measurement 

errors as well the above arguments. The values of these 

parameters are determined with respect to the measuring 

variable errors. As stated below:  

Modeling Errors: A vector with 21 elements in length and 

a value of 2000 for each element 

Measuring Errors: A vector with 21 elements in length and 

a value of 100 for each element 

In Table I & II, numerical results of process variables are 

listed at the end of simulation for 21 process output variables. 

In Table I & II, the "actual value" columns represent the 

primary values of process variables provided by the simulator. 

The "noisy value" column is corresponding values of process 

variables contaminated to white noise in Simulink 

environment. Also the "reconciled value" column contains 

reconciled values of noisy variables with corresponding 

values listed in "noisy value" column. The "difference" 

columns are calculated for each row as stated below: 

Noisy Difference = |Actual Value – Noisy Value| 

Reconciled Difference = |Actual Value – Reconciled 

Value| 

For evaluation of reconciliation performance, mean values 

of the "difference" columns are calculated (Mean Absolute 

Error or MAE of data).  
TABLE I COMPARISON OF ACTUAL AND NOISY VARIABLES 

 Actual Noisy Difference 

Controller    

1: FCV-811 20889.9 20895.0 5.1 

2: TCV-811 65.0 70.2 5.1 

3: LCV-811 7.4 12.6 5.1 

4: TCV-812 26.1 31.2 5.1 

5: FIC-101 3597.7 3602.8 5.1 

6: FCV-831 25340.7 25346.0 5.3 

7: TCV-831 46.0 51.1 5.1 

8: LCV-831 7.5 12.6 5.1 

9: TCV-832 32.6 37.7 5.1 

10: FCV-851 11969.3 11974.0 4.7 

11: FCV-853 7266.5 7271.6 5.1 

12: LCV-851 7.9 13.0 5.1 

13: TCV-851 57.9 63.0 5.1 

14: FIC-105 4474.0 4479.1 5.1 

15: FCV-852 109.4 114.5 5.1 

16: PCV-871 144.7 149.9 5.1 

17: TCV-871 54.2 59.3 5.1 

18: PCV-872 390.4 395.5 5.1 

19: LCV-871 55.0 60.1 5.1 

20: TCV-873 51.9 57.1 5.1 

21: PCV-873 945.5 950.7 5.1 

Mean value of the "noisy difference" column is calculated 

to be 5.1.  

Mean value of the "reconciled difference" column is 

calculated to be 3.4.  

As it can be seen, reconciliation data based on new 

methodology has minimized the random errors imposed to 

variables but hasn't eliminated them completely. 
TABLE II COMPARISON OF ACTUAL AND RECONCILED VARIABLES 

 Actual Reconciled Difference 

Controller    

1: FCV-811 20889.9 2080.0 1.0 

2: TCV-811 65.0 67.9 2.8 

3: LCV-811 7.4 10.4 3.0 

4: TCV-812 26.1 28.9 2.8 

5: FIC-101 3597.7 3597.4 0.3 

6: FCV-831 25340.7 25340.0 0.7 

7: TCV-831 46.0 48.9 2.9 

8: LCV-831 7.5 10.5 3.0 

9: TCV-832 32.6 35.4 2.9 

10: FCV-851 11969.3 11962.0 7.3 

11: FCV-853 7266.5 7260.0 6.5 

12: LCV-851 7.9 10.9 3.0 

13: TCV-851 57.9 62.6 4.7 

14: FIC-105 4474.0 4475.6 1.6 

15: FCV-852 109.4 118.7 9.3 

16: PCV-871 144.7 146.9 2.2 

17: TCV-871 54.2 58.8 4.6 

18: PCV-872 390.4 390.3 0.1 

19: LCV-871 55.0 60.0 5.0 

20: TCV-873 51.9 55.3 3.3 

21: PCV-873 945.5 942.0 3.5 
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VI. CONCLUSION 

In this paper, an adaptive method is presented for dynamic 

and linear reconciliation of process data for real time 

optimization (RTO) of the process. Then the method was 

evaluated by standard tools. The advantage of this method 

over other data reconciliation methods is independency of the 

model to the process. This method estimates its own model. 

Thus, unlike other methods, it is independent of the process 

and can be applied on any process. This technique only needs 

noisy values of input and output variables of the process. 

As this technique estimates model parameter online, using 

input and output data instantaneously, nonlinearity of the 

process would not cause problems in many cases. Because 

for any instant, linear process model is estimated around the 

working point of the same instant and it varies with time for 

any change of working point. 
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